
Resultants and Elimination Theory

Pramana Saldin

April 18, 2024

1 Motivation and definitions
Let k be an algebraically closed field (e.g. C). Suppose f(x) = a0 + a1x + · · · + arx

r and
g(x) = b0+b1x+ · · ·+bsx

s are polynomials in k[x] with roots {αi}ri=1 and {βj}sj=1 respectively.
Our goal is to find out if f and g share a common root αi = βj . With resultants, we are able
to check if f and g share a root just using their coefficients. Using these ideas, we can prove
a more general theorem in algebraic geometry called the fundamental theorem of elimination
theory. This introductory discussion was inspired by [M´].

1.1 Constructing the resultant
Since we are only concerned about the roots of f and g, we will temporarily ignore the leading
coefficient and assume that f and g are monic.

Suppose f and g share a root α1 = β1. The idea is to find some kind of linear dependence
between f and g. Define the following two polynomials by removing the factor of their shared
root:

f1(x) :=

r∏
i=2

(x− αi), g1(x) :=

s∏
j=2

(x− βi).

Then

f1(x)g(x) =

r∏
i=2

(x− αi)

s∏
j=1

(x− βi) =

r∏
i=1

(x− αi)

s∏
j=2

(x− βi) = f(x)g1(x).

So
f1g − fg1

is the zero polynomial. By expanding f1 and g1 in terms of their coefficients, we see that this
makes the set {

f(x), xf(x), . . . , xs−1f(x), g(x), xg(x), . . . , xr−1g(x)
}

(1.1)

linearly dependent.
Conversely, suppose that the set in Equation 1.1 is linearly dependent. That is, there are

numbers c0, . . . , cs−1, d0, . . . , dr−1 ∈ k such that

0 =

s−1∑
k=0

ckx
kf(x) +

r−1∑
k=0

dkx
kg(x) =

(
s−1∑
k=0

ckx
k

)
︸ ︷︷ ︸

(1)

f(x) +

(
r−1∑
k=0

dkx
k

)
︸ ︷︷ ︸

(2)

g(x).

Define the polynomial (1) as g1 and (2) as f1. The claim is that f and g share a root. Indeed,
there are s roots of g (with multiplicity) and g1 could have at most s− 1 of them. Therefore,
f has at least one root of g.
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With the basis
{
1, x, . . . , xr+s−1

}
, the linear dependence of the set (1.1) is equivalent to

the condition

rk



a0 a1 · · · ar
a0 a1 · · · ar

. . .
. . .

. . .

a0 a1 · · · ar
b0 b1 · · · bs

b0 b1 · · · bs
. . .

. . .
. . .

b0 b1 · · · bs


< r + s, (1.2)

where there are s rows of ai and r rows of bi.
We check for linear dependence the common way we expect in a linear algebra class: by

taking the determinant.

Definition 1.1 (Resultant). Define the determinant of the matrix (1.2) as the resultant of
f and g, which we denote Res(f, g). The resultant vanishes if and only if f and g share a
common root.

Example 1.1. Let f(z) = z2 − 1 and g(z) = z − 1 be polynomials in C[z]. Then

Res(f, g) = det

1 0 −1
1 −1

1 −1

 = 0.

So f and g share a root. Indeed, they share the root α = 1.

Remark 1.2. Notice that the resultant depends on the degree of f and g. For example,
f(x) = 0x2 + x − 1 and g(x) = 0x2 + x + 1 do not share any roots, but if we treat them as
degree 2 polynomials, their resultant is

det


0 1 −1

0 1 −1
0 1 1

0 1 1

 = 0.

Therefore, it would be more precise to write their degrees as parameters Resr,s(f, g), but we
omit them.

Let R : (g1, f1) 7→ fg1+gf1 be a linear map from polynomials of degree ≤ s−1 and ≤ r−1
respectively to polynomials of degree ≤ r + s − 1. We interpret the resultant as telling us
whether the image of R has dimension less than r+ s (that is, whether R is surjective or not).
This helps explain why the resultant in Remark 1.2 evaluated to zero.

1.2 The difference of roots form of the resultant
Another common formula used when introducing resultants is the following:

Theorem 1.3. Suppose f(x) = a0 + a1x + · · · + arx
r and g(x) = b0 + b1x + · · · + bsx

s are
polynomials in k[x] with roots {αi}ri=1 and {βj}sj=1 respectively. Then

Res(f, g) = ±asrb
r
s

∏
1≤i≤r
1≤j≤s

(αi − βj).
1 (1.3)

1Since we are mainly concerned with when the resultant vanishes, sign changes may safely be ignored.
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Lemma 1.4 (Vandermonde matrix and determinant). Let x0, . . . , xn ∈ k. The Vander-
monde matrix is defined as

Vand(x0, x1, · · · , xn) =



1 x0 x2
0 . . . xn

0

1 x1 x2
1 . . . xn

1

1 x2 x2
2 . . . xn

2

...
...

...
. . .

...

1 xn x2
n . . . xn

n


.

Its determinant is given by

det(Vand(x0, x1, · · · , xn)) =
∏
i<j

(xj − xi).

Proof. Let V = Vand(x0, x1, · · · , xn). By the Leibniz formula for the determinant, we should
expect f(x0, . . . , xn) := detV to be a polynomial with total degree n(n+1)

2 in the variables
x0, . . . , xn. Since replacing xj with xi yields a zero determinant, (xj − xi) | f(x0, . . . , xn) for
all j 6= i. As a result, ∏

i<j

(xj − xi) | f(x0, . . . , xn),

so we may write

f(x0, . . . , xn) = Q(x0, . . . , xn)
∏
i<j

(xj − xi), Q ∈ k[x0, . . . , xn].

Checking the degree of this polynomial, we find that Q is a nonzero constant. To show Q = 1,
observe that the coefficient of x1x

2
2 · · ·xn

n in f(x0, . . . , xn) is 1.

Of course, if we have the determinant of the transpose of the Vandermonde matrix, we will
also get the same determinant.

Proof of Theorem 1.3. Assume f and g are both monic (ar = bs = 1). Consider one of the
roots of f , αi. When we look at the resulting vector from

a0 a1 · · · ar
a0 a1 · · · ar

. . .
. . .

. . .

a0 a1 · · · ar
b0 b1 · · · bs

b0 b1 · · · bs
. . .

. . .
. . .

b0 b1 · · · bs




1
αi

α2
i
...

αr+s−1
i

 ,

we find the first entry is a0+a1αi+a2α
2
i +· · ·+arα

r
i = f(αi), the second is a0αi+a1α

2
i +a2α

3
i +

· · ·+arα
r+1
i = αif(αi), and so on. Since αi is a root of f , the first s entries are zero. For the next

r entries, we get b0+b1αi+b2α
2
i +· · ·+bsα

s
i = g(αi), b0αi+b1α

2
i +b2α

3
i +· · ·+bsα

s+1
i = αig(αi),

and so on. Combining these, we have that

a0 a1 · · · ar
a0 a1 · · · ar

. . .
. . .

. . .

a0 a1 · · · ar
b0 b1 · · · bs

b0 b1 · · · bs
. . .

. . .
. . .

b0 b1 · · · bs




1
αi

α2
i
...

αr+s−1
i

 =



0
...
0

g(αi)
αig(αi)

...
αs−1
i g(αi)
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Similarly, for the roots βj of g,

a0 a1 · · · ar
a0 a1 · · · ar

. . .
. . .

. . .

a0 a1 · · · ar
b0 b1 · · · bs

b0 b1 · · · bs
. . .

. . .
. . .

b0 b1 · · · bs




1
βj

β2
j
...

βr+s−1
j

 =



f(βj)
βjf(βj)

...
βr−1
j f(βj)

0
...
0


.

Combining these two results into a single matrix, we have

a0 a1 · · · ar
a0 a1 · · · ar

. . .
. . .

. . .

a0 a1 · · · ar
b0 b1 · · · bs

b0 b1 · · · bs
. . .

. . .
. . .

b0 b1 · · · bs




1 · · · 1 1 · · · 1
α1 · · · αr β1 · · · βs

α2
1 · · · α2

r β2
1 · · · β2

s
...

. . .
...

...
. . .

...
αr+s−1
1 · · · αr+s−1

r βr+s−1
1 · · · βr+s−1

s



=



f(β1) · · · f(βs)
...

. . .
...

βs−1
1 f(β1) · · · βs−1

s f(βs)
g(α1) · · · g(αr)

...
. . .

...
αr−1
1 g(α1) · · · αr−1

r g(αr)


Let A be the first matrix on the left-hand side (this is the matrix we want the determinant
of). The second matrix on the left-hand side is a Vandermonde matrix, so we can compute
its determinant using Lemma 1.4. The matrix on the right-hand side has blocks that are
Vandermonde after factoring out the values on each column. Hence,

detA · det (Vand(α1, . . . , αr, β1, . . . , βs))

= − (g(α1) · · · g(αr) · det (Vand(α1, . . . , αr)) · f(β1) · · · f(βs) · det (Vand(β1, . . . , βs))) .

We have

det (Vand(α1, . . . , αr, β1, . . . , βs)) =

 ∏
1≤i1<i2≤r

(αi2 − αi1)


 ∏

1≤i≤r
1≤j≤s

(βj − αi)


 ∏

1≤j1<j2≤s

(βj2 − βj1)


det (Vand(α1, . . . , αr)) =

∏
1≤i1<i2≤r

(αi2 − αi1)

det (Vand(β1, . . . , βs)) =
∏

1≤j1<j2≤s

(βj2 − βj1)

by the Vandermonde matrix formula, and

g(α1) · · · g(αr) =

r∏
i=1

s∏
j=1

(αi − βj)

f(β1) · · · f(βs) =

s∏
j=1

r∏
i=1

(βj − αi),
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from writing f and g in terms of their factors. So

detA = −g(α1) · · · g(αr) · det (Vand(α1, . . . , αr)) · f(β1) · · · f(βs) · det (Vand(β1, . . . , βs))

Vand(α1, . . . , αr, β1, . . . , βs)

= −

(∏
1≤i≤r
1≤j≤s

(αi − βj)

)(∏
1≤i1<i2≤r(αi2 − αi1)

)(∏
1≤i≤r
1≤j≤s

(βj − αi)

)(∏
1≤j1<j2≤s(βj2 − βj1)

)
(∏

1≤i1<i2≤r(αi2 − αi1)
)(∏

1≤i≤r
1≤j≤s

(βj − αi)

)(∏
1≤j1<j2≤s(βj2 − βj1)

)
= −

∏
1≤i≤r
1≤j≤s

(αi − βj)

= ±
∏

1≤i≤r
1≤j≤s

(βj − αi)

2 Application: solving systems in k[x, y]

Consider two polynomials f(x, y) and g(x, y). Suppose we want to solve the system{
f(x, y) = 0,

g(x, y) = 0.

If we fix y, then we can take the resultant of f and g with respect to x. Denote this Resx(f, g).
This becomes a polynomial in y, which only has finitely many roots y1, . . . , yn. These roots
correspond to where f(x, yi) and g(x, yi) could possibly share a root. Now to find all solutions,
we need to solve {

f(x, yi) = 0,

g(x, yi) = 0,
1 ≤ i ≤ n.

That is, the common roots of f(x, yi) and g(x, yi).

Example 2.1. Consider f(x, y) = x2 − y (a parabola) and g(x, y) = x2 + y2 − 1 (a circle).

Figure 1: Plot of f(x, y) = 0 and g(x, y) = 0.
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3 ALGEBRO-GEOMETRIC INTERPRETATION Pramana Saldin

Their resultant is

Resx(f, g) = det


−y 0 1

−y 0 1
y2 − 1 0 x2

y2 − 1 0 x2

 = y4 + 2y3 − y2 − 2y + 1.

Noticing that this polynomial is (y2 + y − 1)2, we have that its roots are

y1 =
1

2
(−1−

√
5), y2 =

1

2
(
√
5− 1).

For y1, f(x, y1) and g(x, y1) share the roots

x = ±i

√
1

2
(1 +

√
5),

and for y2, f(x, y2) and g(x, y2) share the roots

x = ±
√

1

2
(
√
5− 1).

So the solutions to f(x, y) = g(x, y) = 0 are{(
−i

√
1

2
(1 +

√
5),

1

2
(−1−

√
5)

)
,

(
i

√
1

2
(1 +

√
5),

1

2
(−1−

√
5)

)
,(

−
√

1

2
(
√
5− 1),

1

2
(
√
5− 1)

)
,

(√
1

2
(
√
5− 1),

1

2
(
√
5− 1)

)}
.

Remark 2.2. Of course, we could have gotten the same solution by noticing we should plug
in x2 = y into g. However, the power of using the resultants is that this method works for any
system of two polynomials in two variables.

3 The algebro-geometric interpretation of the resultant
Let An be the set of all n-tuples of elements of k. We call this affine space. For any ideal
I ⊆ k[x1, . . . , xn], we can define a variety created from I as

V(I) := {(P1, . . . , Pn) ∈ An | f(P1, . . . , Pn) = 0 for all f ∈ I} .

We define closed sets in the Zariski topology on An as zero sets of polynomials. For a set
of polynomials {f1, . . . , fn}, the variety formed from these polynomials is the variety created
from the ideal (f1, . . . , fn), which we denote

V(f1, . . . , fn) := V((f1, . . . , fn)).

Let S ⊆ An be a set. Then

I(S) := {f ∈ k[x1, . . . , xn] | f(P ) = 0 for all P ∈ S} .

3.1 Projections and constructible sets
Let f, g be polynomials in k[a0, . . . , ar, x]. In this case, f and g cut out a variety V(f, g) in
A(r+1)+1.

Consider the projection morphism

π : A(r+1)+1 → Ar+1,

(a0, . . . , ar, x) 7→ (a0, . . . , ar).

We want to know what images of varieties in A(r+1)+1 look like.
6
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Definition 3.1. Let X be a topological space. Consider the collection C of sets which consist
of open sets in X, and finite intersections and unions of open sets. Sets in C are called
constructible.

Example 3.1. A set being constructible in An translates to it consisting of the solutions
and non-solutions to a finite number of polynomials in k[x0, . . . , xn] with “and” and “or”
conjunctions, e.g. {

(x, y) | x = 0 and y = 0, or x+ y 6= 0 and x2 − 2 = 0
}

forms a constructible set in A2.

Example 3.2. To motivate the following proposition, we consider what images of closed sets
under π look like.

(a) Let f(x) = az + b be a linear equation in C[z]. In C[a, b, z],

V(az + b) = {(a, b, z) | az + b = 0} ,

and its projection under π : A3 → A2 : (a, b, z) 7→ (a, b) is the set

π(V(az + b)) = {(a, b) | there exists z ∈ k such that az + b = 0} .

A linear equation has a zero when it intersects the x-axis, which happens if and only if
a 6= 0 or a = b = 0. The set

{(a, b) | a 6= 0, or a = 0 and b = 0}

is constructible.

(b) Let f(z) = az2 + bz + c, g(z) = dz + e be polynomials in C[z]. Then

Res(f, g) = det

a b c
d e

d e

 = ae2 − bde+ cd2.

Viewing f and g as polynomials in C[a, b, c, d, e, z],

π(V(f, g)) =
{
(a, b, c, d, e) | there exists z ∈ k such that az2 + bz + c = 0 and dz + e = 0

}
.

By the properties of the resultant,

π(V(f, g)) ⊆ V(Res(f, g)).

This is not equality because, for example, with (a, b, c, d, e) = (0, 0, 1, 0, 0),

Res(0z2 + 0z + 1, 0z + 0) = 0,

but there is no z such that 0z2 + 0z + 1 = 0.
To get the actual description of the image, we need to exclude cases based on the degrees
of f and g. We notice that if a 6= 0 and d 6= 0, then Res(az2+bz+c, dz+e) precisely says
when f and g share a root. Now, if a = 0 and b 6= 0 and d 6= 0, then Res(bz + c, dz + e)
tells us when f and g share a root. The last case is where (a, b, c, d, e) = (0, 0, 0, 0, 0),
which trivially implies f and g share a root. In summary,

π(V(f, g)) =
{
(a, b, c, d, e) | a 6= 0 and d 6= 0 and Res(az2 + bz + c, dz + e) = 0

or a = 0 and b 6= 0 and d 6= 0 and Res(bz + c, dz + e) = 0

or a = b = c = d = e = 0
}
.

Once again, the image of a closed set is constructible!
7
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Figure 2: A point (a0, . . . , an) ∈ π(V(f, g)) represents f and g sharing a root.

We notice that each point of Ar+1 corresponds to the coefficients of some polynomials, and
it only appears in the projection of a variety if those polynomials share roots. This is visualized
in Figure 2.

From these examples, we should be able to show that π(V(f1, . . . , fn)) is constructible
with resultants, following a similar proof (now we are testing for when f1, . . . , fn share a root,
which happens when the resultants for all pairs of fi vanish). This leads us to the following
proposition.

Proposition 3.3. π sends closed sets to constructible sets.

We omit the proof of the proposition. By extending the ideas in Example 3.2 to polynomials
of arbitrary degree, this result follows.

3.2 Projectivizing
Working in projective space allows us to avoid issues where we may take a resultant of a higher
degree than the polynomial.

As a reminder, the projective space Pn over a field k is defined as (kn+1 \{0})/ ∼, where
∼ is the equivalence relation (x0, . . . , xn) ∼ (y0, . . . , yn) if (x0, . . . , xn) = (λy0, . . . , λyn) for
some nonzero λ ∈ k. We denote projective coordinates as (x0 : · · · : xn).

We would like the resultant to also work over projective space Pn by using homogeneous
polynomials. Let Sd be the set of homogeneous polynomials of degree d. Let S =

⊕∞
d=0 Sd be

the graded ring of polynomials under polynomial addition and multiplication. We define the
Zariski topology on Pn as zero sets of homogeneous polynomials.

The homogeneous resultant looks exactly like the non-homogeneous one. Indeed, if f(x, y) =
a0y

r + a1xy
r−1 + · · · + arx

r, g(x, y) = a0y
s + a1xy

s−1 + · · · + asx
s have degrees r and s re-

spectively, and share a root, the set{
ys−1f(x, y), xys−2f(x, y), . . . , xs−1f(x, y), yr−1g(x, y), xyr−2g(x, y), . . . , xr−1g(x, y)

}
is linearly dependent, and using the basis

{
yr+s−1, xyr+s−2, . . . , xr+s−1

}
, the matrix whose

determinant detects when f and g share a root is precisely (1.2).
The projective resultant has the convenient property that it can detect if homogeneous

polynomials f and g share a root “at infinity”.
8
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Example 3.4. When introducing resultants, we showed f(x) = 0x2 + x − 1 and g(x) =
0x2 + x + 1 have a zero resultant but share no roots. Homogenizing (considering f and g as
degree 2 polynomials), we get

fh(x, y) = xy − y2, gh(x, y) = xy + y2.

From this, we see that f and g did share a root, it was just at infinity! More precisely,
(x : y) = (1 : 0) ∈ P1 is a root of fh and gh.

Example 3.5. One form of the projective resultant should be familiar to anyone who has
taken a linear algebra class. Consider the linear homogeneous polynomials f(x, y) = ax + by
and g(x, y) = cx+ dy. Their resultant is given by

Res(f, g) = det

[
a b
c d

]
= ad− bc,

which is the standard way we are taught to check if two linear equations share a non-trivial
solution.

We notice that the case work we had to do with the resultant based on the actual degree
of the polynomials does not need to be applied here. Hence, f and g share a root in Pn if and
only if their projective resultant is zero.

As with the affine case, we examine the projection

πpr : Ar+1 × P2 → Ar+1,

(a0, . . . , ar;x : y) 7→ (a0, . . . , ar).

Proposition 3.6. πpr is a closed morphism (it sends Zariski closed sets to Zariski closed
sets).

This result follows from the fundamental theorem of elimination theory, which we will prove
in the next section.

4 Elimination theory
The goal of this section will be to generalize the result in Proposition 3.6. We will need to see
how we can create something similar to the resultant for homogeneous polynomials in more
than 2 variables.

We first use the following lemma to show that checking for a common root in Pn can be
reframed as a question about ideals:

Lemma 4.1. Homogeneous polynomials f1, . . . , fm ∈ S have no common roots in Pn if and
only if (f1, . . . , fm) ⊇ (x0, . . . , xn)

N for some (sufficiently large) N . Equivalently, (f1, . . . , fm) ⊇
SN for some N .

Proof. Suppose f1, . . . , fm share a common root in Pn. This is true if and only if their zero set
in An+1 is more than the origin. Notice that V(x0, . . . , xn) = {(0, . . . , 0)}, so this is equivalent
to

V(f1, . . . , fm) * V(x0, . . . , xn).

By the order-reversing property of ideals, this is equivalent to

I(V(f1, . . . , fm)) + I(V(x0, . . . , xn)).

By Hilbert’s Nullstellensatz (which states that I(V(a)) is {f | fn ∈ a} =:
√
a, the radical of

the ideal a), we can rewrite this as√
(f1, . . . , fm) +

√
(x0, . . . , xn) = (x0, . . . , xn).

9
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This is true if and only if no powers of some generator of (x0, . . . , xn) is in (f1, . . . , fm). That
is, there exists some 0 ≤ i ≤ n such that for all N > 0, xN

i /∈ (f1, . . . , fm). This is true if and
only if

(x0, . . . , xn)
N * (f1, . . . , fm)

for all N . Indeed, if xN
i /∈ (f1, . . . , fm), then (x0, . . . , xn)

N * (f1, . . . , fm). Conversely, if,
for all i, xNi

i ∈ (f1, . . . , fm) for some Ni, then for sufficiently large N (the precise value is
N = (maxi Ni − 1)(n+ 1) + 1), (x0, . . . , xn)

N ⊆ (f1, . . . , fm).
The last statement follows from noticing that (x0, . . . , xn)

N = (SN ).

Example 4.2. For these examples, let k = C.

(a) We will show that the system
f(x, y, z) = x2 + y2 − z2 = 0

g(x, y, z) = x− y = 0

h(x, y, z) = y = 0

has no non-trivial solutions in P2. By Lemma 4.1, we need to find some N such that

(f, g, h) ⊇ SN .

For N = 1, the only way to form a degree 1 polynomial as a linear combination of f , g,
and h is

0f + c1g + c2h = c1x+ (c2 − c1)y,

where c1, c2 ∈ C. There is no way to make the monomial z, so (f, g, h) + S1. Next, we
consider S2. When S2 is written as a C-vector space, we have

S2 = spanC
{
x2, y2, z2, xy, xz, yz

}
.

Combining this with the fact that we can obtain every basis element from f , g, and h:

y · h(x, y, z) = y2, x · h(x, y, z) = xy, z · h(x, y, z) = yz,

x · g(x, y, z) + x · h(x, y, z) = x2, z · g(x, y, z) + z · h(x, y, z) = xz,

−f(x, y, z) + x · g(x, y, z) + (x+ y) · h(x, y, z) = z2,

we conclude that (f, g, h) ⊇ (S2).

(b) Consider the system 
f(x, y, z) = x2 − yz = 0

g(x, y, z) = x2 + yz = 0

h(x, y, z) = x = 0

By Lemma 4.1, this has a solution if and only if

(f, g, h) + SN

for all N .
I claim zN /∈ (f, g, h) for any N ≥ 1. Indeed, suppose there were homogeneous polyno-
mials p, q, r with degrees N − 2, N − 2, and N − 1 respectively such that

pf + qg + rh = zN .

But the highest power of z in any monomial in pf , qg, and rh individually is zN−1, so
this is impossible. So (f, g, h) + SN for all N and this system has a solution. Indeed,
(0 : 0 : 1) is a solution, as we can see in Figure 3.
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Figure 3: On the affine patch {z 6= 0} ⊆ P2 we can dehomogenize f , g, and h by setting z = 1
to get f(x, y) = x2 − y, g(x, y) = x2 + y, h(x, y) = x. Their zero sets are plotted here, where
they visually have an intersection point.

Remark 4.3. Notice a key part in both of these proofs was related to proving the surjectivity
of the map (p, q, r) 7→ pf + qg + rh.

Both of these examples relied on linear algebra, and it turns out the main idea in the proof
of the fundamental theorem of elimination theory is linear algebra.

Theorem 4.4 (The fundamental theorem of elimination theory). The projection

πpr : An+1 × Pm → An+1,

(a0, . . . , an;x0 : · · · : xm) 7→ (a0, . . . , ar),

is closed.

Proof. Let’s generalize the ideas from the examples (this will follow the proof in [Vak]). Let
f1, . . . , fm ∈ k[a0, . . . , an;x0 : · · ·xm] be polynomials that are homogeneous in x0, . . . , xm. By
Lemma 4.1, f1(x) = f2(x) = · · · = fm(x) = 0 has a solution in Pn if and only if

(f1, . . . , fm) + SN

for all N > 0. This is equivalent to the existence of a polynomial g ∈ SN such that there do
not exist homogeneous polynomials p1, . . . , pm satisfying

m∑
i=1

pifi = g.

Notice that each pi must have degree N − deg fi, so this is equivalent to the linear map

SN−deg f1 ⊕ · · · ⊕ SN−deg fm → SN ,

(p1, . . . , pm) 7→
m∑
i=1

pifi,

not being surjective, that is, the matrix representing this linear map not having full rank. This
can be checked by seeing if all the determinants of the dimSN × dimSN sub-matrices inside

11
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this linear map vanish. By repeating this for all N , we get a (infinite) system of equations in
k[a0, . . . , ar] that precisely tell us where f1, . . . , fm share a common root.

Let the determinants of the sub-matrices form the set {g1, g2, . . .} ⊆ k[a0, . . . , an]. Despite
the fact that this set is infinite, it still defines a closed set in An+1, because k[a0, . . . , an] is
Noetherian, so (g1, g2, . . . ) is finitely generated (in fact, this means that there is some bound
on the N we need to check, but it may depend on the polynomials f1, . . . , fm).
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